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Abstract

Virtual try-on (VTON) technology has the potential
to revolutionize online shopping experiences, but ex-
isting approaches face challenges in achieving pho-
torealism and adapting to diverse clothing styles.
This paper introduces PROMETHEUS-VTON, an
enhanced virtual try-on system that builds upon
the IDM-VTON framework to address these limi-
tations. Our key contribution is the fine-tuning of
the UNet2DConditionModel architecture to improve
performance on complex garments and poses. We
curated a dataset of 60,000 high-resolution images, in-
cluding traditional Pakistani clothing, to address the
lack of diversity in existing datasets. Through com-
prehensive experiments, we demonstrate significant
improvements over state-of-the-art methods, achiev-
ing a 15.7% reduction in LPIPS score, a 2.5% in-
crease in SSIM, and a 4.4% improvement in CLIP Im-
age Similarity score compared to our baseline model.
PROMETHEUS-VTON shows particular strength in
handling non-Western garments and complex poses,
representing a significant step towards making virtual
try-on technology more robust and versatile.

1 Introduction

The rapid growth of e-commerce has transformed the
retail landscape, with online fashion sales experienc-
ing unprecedented expansion. Virtual try-on (VTON)
technology aims to bridge the gap between online shop-
ping experiences and physical retail environments by
allowing customers to visualize themselves wearing
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specific garments [1, 2]. However, despite significant
advancements in computer vision and generative mod-
eling, existing VTON approaches face several critical
limitations:

1. Limited Garment Diversity: Most VTON
systems are trained predominantly on Western
clothing styles, leading to poor performance when
handling diverse garment types, especially intri-
cate Eastern clothing [3].

2. Pose Generalization: Many models struggle
to maintain garment consistency across a wide
range of human poses, particularly for complex
or unusual body positions [4].

3. Detail Preservation: Existing methods often
fail to preserve fine details of garments, such as
intricate patterns, textures, or logos [5].

To address these challenges, we present
PROMETHEUS-VTON, an enhanced virtual
try-on system that builds upon the IDM-VTON
framework [6]. Our primary contribution is the fine-
tuning of the UNet2DConditionModel architecture
to improve its performance on complex garments
and poses. Additionally, we introduce the following
enhancements:

1. Diverse Dataset Curation: We curated a
dataset of 60,000 high-resolution images, includ-
ing a wide range of traditional Pakistani clothing
styles, to address the lack of diversity in existing
VTON datasets.

2. Improved Preprocessing Pipeline: We devel-
oped a comprehensive preprocessing pipeline to
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handle the unique challenges posed by our diverse
dataset.

3. Efficient Fine-tuning Strategy: We imple-
mented a progressive fine-tuning approach to ef-
fectively leverage our diverse dataset and archi-
tectural improvements.

The remainder of this paper is organized as follows:
Section 2 provides an overview of related work in
VTON technology. Section 3 details our methodology,
including the PROMETHEUS-VTON architecture,
data curation process, and fine-tuning strategies. Sec-
tion 4 presents our experimental setup and results,
including comparative analyses with state-of-the-art
methods. Section 5 discusses the implications of our
findings and potential future directions. Finally, Sec-
tion 6 concludes the paper with a summary of our
contributions.

2 Related Work

2.1 GAN-based Virtual Try-on Meth-
ods

Early approaches to VTON relied heavily on Gener-
ative Adversarial Networks (GANs) [7]. VITON [1]
introduced a coarse-to-fine framework using a condi-
tional GAN to generate try-on results. CP-VTON
[8] improved upon this by incorporating a geomet-
ric matching module for better garment deformation.
While these GAN-based methods showed promising
results, they often struggled with generating high-
quality images and maintaining consistency across
diverse poses and garment styles.

2.2 Diffusion Model-based Approaches

The advent of diffusion models [9, 10] has led to sig-
nificant advancements in image generation tasks, in-
cluding VTON. IDM-VTON [6], which serves as the
foundation for our work, introduced an inpainting-
based method using diffusion models. It employed
a two-stage diffusion process and an adaptive atten-
tion mechanism to better preserve garment details.
While IDM-VTON showed impressive results, it still
faced challenges in handling diverse clothing styles
and complex poses.

2.3 Image Inpainting and Masking
Techniques

Image inpainting plays a crucial role in many VTON
systems, particularly in addressing challenges related

to garment removal and background reconstruction.
Context Encoders [11] introduced the use of autoen-
coders for inpainting, while subsequent GAN-based
methods like Globally and Locally Consistent Image
Completion [12] further improved the quality of filled
regions.

2.4 Pose Estimation and Human Pars-
ing

Accurate pose estimation and human parsing are fun-
damental to many VTON systems. OpenPose [13] has
been widely adopted for 2D human pose estimation,
while DensePose [14] provides dense surface regression,
offering a more comprehensive understanding of body
structure. These advancements have been crucial in
improving the accuracy of garment placement and
deformation in VTON systems.

3 Methodology

3.1 Overview of PROMETHEUS-
VTON

PROMETHEUS-VTON builds upon the IDM-
VTON framework, focusing on fine-tuning the
UNet2DConditionModel to address the limitations
of existing VTON systems. Our approach consists of
three main components:

1. Enhanced UNet2DConditionModel: We
fine-tuned the UNet2DConditionModel to im-
prove its performance on complex garments and
poses.

2. Diverse Dataset Curation: We created a
comprehensive dataset of 60,000 high-resolution
images, including traditional Pakistani clothing
styles.

3. Efficient Fine-tuning Strategy: We imple-
mented a progressive fine-tuning approach to ef-
fectively leverage our diverse dataset.

3.2 Enhanced UNet2DConditionModel

The UNet2DConditionModel is a key component of
the IDM-VTON framework, responsible for gener-
ating the try-on results. We focused our efforts on
fine-tuning this model to improve its performance on
complex garments and poses. The architecture of the
UNet2DConditionModel remains unchanged, but we
updated its weights through our fine-tuning process.
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3.3 Data Curation and Preprocessing

3.3.1 Eastern Dress Dataset

We curated a dataset of 60,000 high-resolution images
(1024x1024 pixels) specifically targeting traditional
Pakistani clothing styles. Key features of this dataset
include:

• Garment Diversity: A wide range of tra-
ditional Pakistani garments, including shalwar
kameez, lehengas, and intricately patterned
frocks.

• Pose Complexity: Images with complex and
asymmetrical poses to enhance the model’s ro-
bustness.

• Background Variation: Diverse, realistic back-
grounds to improve generalization.

3.3.2 Preprocessing Pipeline

Our preprocessing pipeline consists of several key com-
ponents:

• Image Resizing and Normalization: Images
are resized to a uniform 768x1024 resolution and
normalized to the range [-1, 1].

• Mask Generation: We employ a custom func-
tion to generate precise agnostic masks.

• Body Parsing: We utilize a pretrained semantic
segmentation model for detailed body parsing.

• Pose Estimation: We integrate DensePose for
accurate dense human pose estimation.

3.4 Fine-tuning Strategy

Our fine-tuning strategy involves the following steps:

3.4.1 Initialization

We initialized our UNet2DConditionModel with pre-
trained weights from the original IDM-VTON model.

3.4.2 Progressive Fine-tuning

We employed a curriculum learning approach, gradu-
ally increasing the complexity of training samples:

1. Stage 1: Fine-tune on standard Western garments

2. Stage 2: Introduce complex Western patterns

3. Stage 3: Incorporate non-Western garments

4. Stage 4: Focus on highly intricate patterns and
unusual styles

3.4.3 Loss Function

We used a multi-component loss function to guide the
fine-tuning process:

Ltotal = λ1LLPIPS + λ2LSSIM + λ3LCLIP-IS (1)

Where LLPIPS is the Learned Perceptual Image
Patch Similarity loss, LSSIM is the Structural Simi-
larity Index Measure loss, and LCLIP-IS is the CLIP
Image Similarity loss. The λ terms are weighting
factors that balance the contribution of each loss com-
ponent.

3.4.4 Optimization

We used the Adam optimizer with a learning rate of
0.0001, employing gradient accumulation and check-
pointing to manage memory constraints. The model
was trained for 5 epochs, with periodic evaluation and
checkpoint saving every 2 epochs.

4 Experiments

4.1 Datasets

We evaluated our model on two datasets:

• VITON-HD [15]: 13,679 high-resolution image
pairs of Western garments.

• Eastern Dress Dataset (Ours): 60,000 images
of traditional Pakistani clothing.

4.2 Evaluation Metrics

We used the following metrics to evaluate our model’s
performance:

• LPIPS (Learned Perceptual Image Patch Simi-
larity)

• SSIM (Structural Similarity Index Measure)

• FID (Fréchet Inception Distance)

• CLIP-IS (CLIP Image Similarity)

4.3 Implementation Details

We implemented PROMETHEUS-VTON using Py-
Torch and trained on 4 NVIDIA A100 GPUs. The
final hyperparameter configuration was:

• Learning rate: 0.0001

• Batch size: 32
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• Number of attention heads: 16

• Dropout rate: 0.2

• Weight decay: 1e-5

4.4 Results

Table 1 presents the quantitative comparison between
PROMETHEUS-VTON and baseline methods on the
VITON-HD and Eastern Dress datasets.

Key observations from the quantitative results:

• PROMETHEUS-VTON consistently outper-
forms the baseline IDM-VTON across all metrics
on both datasets.

• On the VITON-HD dataset, we achieve a 15.7%
reduction in LPIPS score, a 2.5% increase in
SSIM, and a 4.4% improvement in CLIP-IS.

• The improvement is even more significant on the
Eastern Dress dataset, with a 22.4% reduction
in LPIPS, a 5.3% increase in SSIM, and a 9.9%
improvement in CLIP-IS.

Figure 1 presents a visual comparison of try-on
results generated by PROMETHEUS-VTON and the
baseline IDM-VTON model.

Figure 1: Visual comparison of virtual try-on results.
(a) Input person image (b) Target garment (c) IDM-
VTON (d) PROMETHEUS-VTON (Ours) (e) Ground
Truth

Key observations from the qualitative results:

• PROMETHEUS-VTON generates more realistic
and detailed outputs, especially for complex pat-
terns and textures found in traditional Pakistani
garments.

• Our model shows superior performance in pre-
serving fine details such as embroidery, prints,
and fabric textures.

• The try-on results from PROMETHEUS-VTON
exhibit better handling of complex poses, main-
taining garment consistency across various body
positions.

5 Discussion

The experimental results demonstrate the significant
improvements achieved by PROMETHEUS-VTON
in the field of virtual try-on technology. Our model
consistently outperforms the baseline IDM-VTON
across various metrics and datasets, showing partic-
ular strength in handling diverse garment styles and
complex poses.

5.1 Key Achievements

• Improved Performance on Diverse Gar-
ments: The strong performance on the East-
ern Dress dataset demonstrates PROMETHEUS-
VTON’s ability to generalize to non-Western
clothing styles, including complex traditional Pak-
istani garments.

• Enhanced Detail Preservation: The lower
LPIPS scores and higher SSIM values indicate
that our model is better at preserving fine-grained
details of garments, which is crucial for realistic
virtual try-on experiences.

• Better Pose Handling: Qualitative results
show improved performance on complex poses,
addressing one of the key limitations of existing
VTON systems.

5.2 Limitations and Future Work

Despite the significant advancements presented in this
paper, several limitations and areas for future research
remain:

• Extreme Pose Generalization: While our
model shows improved performance on com-
plex poses, extremely unusual or rare poses still
present challenges. Future work could explore
more advanced pose estimation techniques or in-
vestigate pose-invariant feature representations.

• Fine Accessory Integration: The current
model sometimes struggles with very fine acces-
sories, such as delicate jewelry common in Pak-
istani formal wear. Enhancing the model’s ability
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Table 1: Quantitative results on VITON-HD and Eastern Dress datasets

Method
VITON-HD Eastern Dress

LPIPS ↓ SSIM ↑ CLIP-IS ↑ LPIPS ↓ SSIM ↑ CLIP-IS ↑
IDM-VTON 0.121 0.849 0.846 0.183 0.812 0.789
PROMETHEUS-VTON 0.102 0.870 0.883 0.142 0.855 0.867

to handle these minute details presents an inter-
esting challenge for future iterations.

• Temporal Consistency: Extending
PROMETHEUS-VTON to handle video
sequences, ensuring temporal consistency in
try-on results, could significantly broaden its
applicability in dynamic virtual environments.

• Multi-Garment Try-On: The current model
focuses on single garment try-on. Extending the
system to handle multiple garments simultane-
ously (e.g., tops and bottoms) would be a valuable
direction for future research.

6 Conclusion

This paper presents PROMETHEUS-VTON, an en-
hanced virtual try-on system that addresses key limita-
tions in existing approaches. Through the fine-tuning
of the UNet2DConditionModel architecture and the
curation of a diverse dataset including traditional
Pakistani clothing, we have developed a system that
offers improved performance across a range of garment
styles and poses.
Our experimental results demonstrate significant

improvements over the baseline IDM-VTON method,
with quantitative evaluations showing a 15.7% reduc-
tion in LPIPS score, a 2.5% increase in SSIM, and
a 4.4% improvement in CLIP Image Similarity score
on the VITON-HD dataset. These improvements are
even more pronounced on our Eastern Dress dataset,
with a 22.4% reduction in LPIPS, a 5.3% increase in
SSIM, and a 9.9% improvement in CLIP-IS.
Key contributions of this work include:

• Fine-tuning of the UNet2DConditionModel to
improve performance on complex garments and
poses.

• Curation of the Eastern Dress Dataset, a valu-
able resource for training and evaluating VTON
systems on diverse clothing styles.

• Development of an efficient fine-tuning strategy
that effectively leverages our diverse dataset.

PROMETHEUS-VTON represents a significant
step forward in making high-quality virtual try-on
technology more robust and versatile, particularly
for non-Western clothing styles. By addressing the
challenges of garment diversity and pose generaliza-
tion, our work paves the way for more inclusive and
accurate virtual fashion experiences.

As the field of AI-driven fashion technology contin-
ues to evolve, we anticipate that the methodologies
and insights presented in this paper will inspire fur-
ther research and development, ultimately leading to
more immersive, personalized, and culturally diverse
approaches to online fashion retail.
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[14] R. Alp Güler, N. Neverova, and I. Kokkinos,
”DensePose: Dense Human Pose Estimation In
The Wild,” in Proceedings of the IEEE
Conference on Computer Vision and Pattern
Recognition (CVPR), pp. 7297-7306, 2018. doi:
10.1109/CVPR.2018.00762.

[15] H. Choi, H. J. Chang, and J. S. Park,
”VITON-HD: High-Resolution Virtual Try-On
via Misalignment-Aware Normalization,” in
Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition
(CVPR), 2021, pp. 14131-14140. doi:
10.1109/CVPR46437.2021.01391.

6


